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A LSTM Approach with Sub-word Embeddings for Mongolian Phrase
Break Prediction

Rui Liu, Feilong Bao =, Guanglai Gao, Hui Zhang, Yonghe Wang
College of Computer Science, Inner Mongolia University,
Inner Mongolia Key Laboratory of Mongolian Information Processing Technology,
Hohhot 010021, China
liurui_imu@lé3.com;csfeilongBimu.edu.cn

Abstract

In this paper, we first utlize the word embedding that fecuses on sub-word units to the Mon-
golian Phrase Break (PB) prediction task by using Long Short-Term Memory (LSTM) modcl.
Mongolian is an agglutinative language. Each root can be followed by several suffixes to form
probably millions of words, but the existing Mongolian corpus is not enough to build a robust en-
tire word embedding, thus it suffers a serious data sparse problem and brings a great difficulty for
Mongolian PB prediction. To solve this problem, we look at sub-word units in Mongolian word,
and encode their information to a meaningful representation, then fed ir to LSTM to decode the
best corresponding PB label. Experimental results show that the propesed model significantly
outperforms raditional CRIF model uging manually fealures and obtains 7.49% I'-Measure gain,

1 Introduction

A Text-to-Speech (TTS) system converts the input text into synthetic speech with high naturalness and
intelligibility. Naturalness is mainly influcnced by the prosody modeling, especially by the Phrase Break
(PB) prediction. Because the PB prediction is the first step of TTS, any error in this step will propagate
to downstream steps such as intonation prediction and duration modeling. Those errors will result in
the synthetic speech which is unnatural and difficult to understand. So that many researchers devote
themselves to improving the performance of the PB prediction.

Typically PB prediction methods usually use machine learning models like Hidden Markov Models
(HMMs) or Conditional Random Fields (CRFs) which trained with large sets of labeled training data. In
these PB prediction models, the Part-of-Speech (POS) tag have been shown (o be an effective feature and
usually been included in the input feature set. The POS estimation ifself is also a challenging task, and
relies on large labeled training corpus, too. Its accuracy is always lower than our expectation, cspecially
for those low-resource languages like Mongolian where the required linguistic resources are not readily
available, and manual annotation is expensive and time-consuming.

In recent years, there are many works applying the word embedding techniques to Natural Language
Processing (NLP) tasks, such as question answering, machine translation and so on (Bordes, 2014; X-
iong, 2017; Devlin, 2014). Previous work has shown that the POS prediction task can be solved with
high accuracy only using the word embedding feature as the input (Wang, 2015). POS information is
most likely to be included in the word embedding representations. Therefore, some PB prediction sys-
tems which don’t rely on the POS feature are developed (Watts, 2011; Vadapalli, 2014; Vadapalli, 2016).
Tn (Watts, 2011), the authors obtain continuous-valued word embedding features that summarize the dis-
tributional characteristics ol word types as surrogates ol POS [catures. In (Vadapalli, 2014), rescarchers
propose a neural network dictionary learning architecture o induce task-specified word embedding rep-
resentations and show that these featurces perform better at PB prediction task. (Vadapalli, 2016) presents
their investigations of recurrent neural networks (RNNs) for the phrase break prediction task by using
word embedding. The above efforts have also been directed toward unsupervised methods of inducing
word representations, which can be used as surrogates for POS tags, in the PB prediction rask.

This work is licenced under a Creative Commons Afiribution 4.0 International Licence.  Licence details:
http://creativecommons.org/licenses/by/4.0/

2448

Proceedings of the 27th International Conference on Computational Linguistics, pages 2448-2453
Santa Fe, New Mexico. USA, August 20-26, 2018,
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Improving Mongolian Phrase Break Prediction by Using Syllable and
Morphological Embeddings with BiLSTM Model

Rui Liu, Feilong Bao™, Guanglai Gao, Hui Zhang, Yonghe Wang

College of Computer Science, Inner Mongolia University,
Inner Mongolia Key Laboratory of Mongolian Information Processing Technology.
Hohhot 010021, China
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Abstract

In the speech synthesis systems. the phrase break (PB)
prediction is the first and most important step.  Recently, the
state-of-the-art PB prediction systems mainly rely on word
embeddings. However this method is not fully applicable to
Mongolian language, because ils word embeddings are made-
quate trained, owing to the lack of resources. In this paper, we
introduce a bidirectional [.ong Short Term Memory (BilL.STM)
model which combined word embeddings with syllable and
morphological embedding representations to provide richer
and mulli-view information which leverages the agglulinative
properly. Experimental results show the proposed method
outperforms compared systems which only used the word
embeddings. In addition, further analysis shows that it is quite
robust to the Out-of-Vocabulary {OOV) problem owe to the
refined word embedding. The proposed method achieves (he
state-ol-the-art perfonmance in the Mongolian PB prediclion.
Index Terms: Mongolian, Syllable, Morphological, Phrase
Breal Prediction. BiILSTM

1. Introduction

Phrasc break (PB) prediction is a crucial step in specch syn-
thesis [1. 2]. It breaks long ullerances into meaning(ul units of
information and makes the speech more understandable. More
importanily, in the conlext of speech synlhesis, phrase breaks
are often the first step for other models of prosody, such as
intonation prediction and duration modeling (3, 4, 5. Any
errors made 1n Lhe milial phrasing step are propagaled (o other
downslream prosody models. Ultimalely resulling in synthelic
speech thal is unnatural and difficult to understand.

Traditional PB prediclion methods use machine learning
models like Hidden Markov Models (HMMs) [6] or Conditional
Random Fields (CRFs) [7, 8] which trained wilh large sels
of labeled training data,  Work in this area has taditional-
Iy involved linguistic features - for example, part-of-speech
(POS), length of word ete |9, 10]. However, the linguistic
leatures are discrele linguistic representations of words, which
don’t lake inlo acceunt the distribulional behavior of words.
Recent developments in neural architecture and representation
learning have opened the door to models that can discover
useful features automatically from the unlabelled data. With
this development, word embedding [11] was proposed to learn
distribuled representation ol word, which encodes a word as
a real-valued low-dimensional vector. There are many works
applying the word embedding techniques to Natural Language
Processing {NLP) tasks, such as question answering. machine
translation and so on [12, 13, 14]. Related ideas have been
successfully applied o stalistics parameter based and unit

ot

csfeilongfimu.edu.cn
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selection based speech synthesis system [15, 16]. Furthermore,
for PB prediction task, some systems which do not rely on the
linguistic feature are developed [17, 18, 19, 20, 21]. In [19],
the authors oblain conlinuous-valued word embedding leatures
thal summarize the distribulional characleristics ol word lypes
as surrogates of POS features, In [20], researchers utilize deep
neural networks (IONNs) and recurrent neural networks (RNNs)
to model PB by using word embeddings. Some further work
can be found in [22] and [23]. In [22]. authors oblain uselul
characler embedding [leatures (o prediction B in Chinese.
In [23], a characler-enhanced word embedding model and a
multi-prototype character embedding model are proposed for
Mandarin PB prediction.

All the methods mentioned has made greal contributions,
while they are not directly applicable o highly agglutina-
tive languages such as Mongolian, Korean and Japanese for
two reasons. First, sufficient training corpus is necessary
for these methods to achieve such great performance, while
the Mongolian training corpus is not very abundant; Second.
such embeddings learned from these methods is unaware of
the morphology of words. Mongolian is agglutinative in
its morphology, words mainly contain different morphemes
to determine the meaning of the word [24. 25, 26] hence
increasing the vocabulary size for word embedding training and
bring a considerably great challenge to train entire word-level
distributed representation. Specifically, many suffixes can be
in addition to word-stem to generate many new words. Its
suffixes often serve as a positive signal which implies the POS
of the word. It's like that the word wmplied by the suffix ‘-
Iy’ is an adverb in English. For example: ¥/ “mo¥
e 0 el e B These words share the same word-
stem S (Latin: “sandali”, means: “chair”). In addition,
a sequence of syllables forms a Mongolian word, and the
composition of 2 or 3 characlers forms a syllable. A single
syllable possess a semanlic meaning similar 0 morpheme. For
instance, representation of “gihirag-tv™, “gihiju”, “gihitai” are
constructed by the same syllables “qi” and “hi”.

However, the Mongolian PB prediction research is al ils
inilial slage compared wilh Chinese and English [27]. There
are many works on Mongolian Texl-lo-Speech (TTS) which
have made great contributions |28, 29]. but the naturalness of
synthetic speech is less than satisfactory especially without a
good rhythm.

Tn this work, we leverage morphologic and syllable [eatures
to model Mongolian PB. We first use Bidirectional Long Short
Term Memory (BiLSTM) networks to encode syllable and mor-
phologic level information to capture the semantics of the word.
Then we combine syllable, morphologic level representalion
and word level representation to an improved representation and

10.21437/Interapeech.2018-1706



Using Shifted Real Spectrum Mask as Training Target
for Supervised Speech Separation

Yun Liu, Hui Zhang*, Xueliang Zhang

Inner Mongolia Key Laboratory of Mongolian Information Processing Technology,
Inner Mongolia University, Hohhot, China

liuyun.nogizaka@gg.com, alzhu.sanfl%3.com, cszxl@imu.edu.cn

Abstract

Deep learning-based speech separation has been widely studied
in recent years.  Most of these kind approaches focus on
recovering the magnitude spectrum of the target speech, but
ignore the phase estimation. Recently, a method called shifted
real spectrum (SRS) is proposed. Unlike the short-time Fourier
transform (STFT), the SRS contains eonly real components
which encode the phase information. In this paper, we propose
several SRS-based masks and use them as ihe lraining largel
ol deep neural networks. Experimental resulls show that
the proposed targel oulperforms the commonly used masks
compuled on STFT in general.

Index Terms: shifted real spectrum, deep neural networks,
(raining largels. speech separation

1. Introduction

Many speech applications, such as robust automatic speech
recognition (ASR) and voice communication. need to acquire
speech signals for further processing, but the signal of interest
may be corrupted by additive background noise sometimes. To
fight against the noise. speech separation aims to extract the
target speech signal from a noisy speech. However, in the real
environment, the speech separation performance is far from
satisfactory, especially in the case of non-stationary noise and
monaural concitions. This study focuses on monaural speech
separation and non-stationary noise.

Tt is challenging that monaural speech separation uses
only a single microphone to capture speech signal, while
there are also many valuable methods have been proposed.
Speech enhancement approaches [1, 2], such as spectral
subtraction [3]. estimate clean speech from noisy speech by
estimating the noise firstly. Tn order to estimate the noise,
speech enhancement approaches typically assume that the
noise is stationary, therefore these methods cannot deal with the
non-stationary noise. Computational auditory scene analysis
(CASA) [4] ties to simulate the processing of the human
auditory system which ¢can solve the speech separation problem
easily. CASA uses the ideal binary mask (IBM) [5] as the
basic computational target. IBM performs well in both of the
stationary and non-stationary noise conditions, Taking the
IBM as the computational target leads the speech separation
o be formalized as a supervised learning problem which
could be solved with deep learning algorithms.  Recently,
with the development of supervised methods, the speech
separation systems have achieved considerable performance
improvements [0].

A typical supervised speech separation system usually
learns a mapping function from noisy features to a training

This research was supported in part by the China national nature
science foundation (No. 61365006).

target with a supervised model. such as a deep neural network
(DNN). The input features have been well-studied [7].
Amplitude modulation spectrogram (AMS) [8]. mel-frequency
cepstral coefficient (MFCC) [9], gammatone frequency cepstral
coefficient (GFCC) [10], perceptual linear prediction (PLP)
[11]. and relative spectral transforms PLP (RASTA-PLP) [12]
are commonly used features. and a complementary feature
set included AMS, MFECC, GFCC and RASTA-PLP has been
recommended in [7] and then been applied in many studies.
The training targets have also been well-studied [13]. There are
mainly two groups of training targets: mapping-based targets
and masking-based targets. Mapping-based targets are the
spectral representations of clean speech, such as the short-time
Fourier transform (STHT) magnitude spectrum. Masking-based
targets describe the relationships between clean speech and
background interference in the time-frequency (T-F) domain,
such as the TBM, ideal ratio mask (TRM) [14], FFT-mask [13],
target binary mask (TBM) [15].

Most of these training targets only focus on the magnitude
spectrum and ignored phase spectrum, because the early studies
suggesied that the phase is unimportani [16, 17], while recent
studies suggest thal phase is also important for perceptual
quality [18]. Ignoring the phase will lead to degradalion
in the speech separalion performance. The phas msilive
mask (PSM) [19] and the complex ideal ratio mask (cIRM)
[20] take the phase into their consideration and show better
separation performance than the training targels without phase
information. The cIRM is a complex mask. whose elements are
complex numbers. Note that PSM is the real part of the cIRM.

Tn (his study, we proposed a new lraining largel with phase
information. It is mainly inspired by the shifted real spectrum
(8R8) [21] which is a spectral representation method in the
real number field instead of STE1 in the complex number field.
On the basis of SRS, we proposed SRS-masks. Because SRS
is in the real number field, all of the elements of SRS-mask
are real numbers. Following the definition of ¢cIRM and IRM,
we define two versions of the SRS-mask. One is cIRM-like
SRS-mask, called e RAZ,;r,. It contains the same information
as the ¢IRM. Therefore, as the ¢cIRM, ¢/ RA{,, is an optimal
mask, we can perfectly reconstruct the speech signal from the
el RM, s and the noisy speech. Another version is IRM-like
SRS-mask, called TRM,rs. As IRM, TRAM.,; assumes the
noise and speech are independent, so that the JRM,., varies
from 0 to 1, which makes it easy lo model. Experimental resulls
show that using the proposed SRS-mask can achieve beller
performance than the TRM which lacks of phase information,
and achieve comparable performance compared (o the ¢cIRM
and PSM which contain phase information. Further analysis
indicates the IRM-like ! R, is a good tradeofTl belween the
accuracy and modeling difficulty.
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Abstract. Grapheme to phoneme (G2P) conversion is the assignment of
converting word to its pronunciation. It has important applications in text-to-
speech (TTS), speech recognition and sounds-like queries in textual databases.
In this paper, we present the first application of sequence-to-sequence (Seq2Seq)
Long Short-Term Memory (LLSTM) model with the attention mechanism for
Mongolian G2P conversion. Furthermore, we propose a novel hybrid approach
of combining rules with Seq2Seq L.STM model for Mongolian G2P conversion,
and implement the Mongolian G2P conversion system. The experimental results
show that: Adopting Seq2Seq LSTM model can obtain better performance than
traditional methods of Mongolian G2P conversion, and the hybrid approach
further improves G2P conversion performance. The word error rate (WER) rel-
atively reduces by 10.8% and the phoneme error rate (PER) approximately
reduces by 1.6% through comparing with the Mongolian G2P conversion
method being used based on the joint-sequence models, which completely meets
the practical requirements of Mongolian G2P conversion.

Keywords: Mongolian - Grapheme-to-phoneme - Sequence-to-sequence
LSTM

1 Introduction

Grapheme-to-phoneme conversion (G2P) refers to the task of converting a word from
the orthographic form (sequence of letters/characters/graphemes) to its pronunciation (a
sequence of phonemes). It has a wide range of applications in speech synthesis [1-3],
automatic speech recognition (ASR)} [4—6] and speech retrieval [7, §].

One of the challenges in G2P conversion is that the pronunciation of any grapheme
depends on a variety of factors including its context and the etymology of the word.
Another complication is that output phone sequence can be either shorter than or longer
than the input grapheme sequence. Typical approaches to G2P involve using rule-based
methods and joint-sequence models. While rule-based methods are effective to handle
new words, they have some limitations: designing the rules is hard and requires specific
linguistic skills, and it is extremely difficult to capture all rules for natural languages.
To overcome the above limitaticns, another called statistics-based method are proposed,

© Springer Nature Switzerland AG 2018
M. Zhang et al. (Eds.): NLPCC 2018, LNAI 11108, pp. 40-50, 2018.
hteps://doi.org/10.1007/978-3-319-99495-6_4
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Phonologically Aware BiLSTM Model
for Mongolian Phrase Break Prediction
with Attention Mechanism
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Abstract. Phrase break prediction is the first and most important
component in increasing naturalness and intelligibility of text-to-speech
(TTS) systems. Most works rely on language specific resources, large
annotated corpus and feature engineering to perform well. However,
phrase break prediction from text for Mongolian speech synthesis is still
a great challenge because the data sparse problem due to the scarcity
of resources. In this paper, we introduce a Bidirectional Long Short-
Term Memory (BiL.STM) model with attention mechanism which uses
the position-based enhanced phonological representations, word embed-
dings and character embeddings to achieve state of the art performance.
The position-based enhanced phonological representations, derived from
a separately BiLLSTM model, are comprised of phoneme and syllable
embeddings which take along position information. By using an atten-
tion mechanism, the model is able to dynamically decide how nmch infor-
mation to use from a word or phonological component. To handle Out-
of-Vocabulary (QOV) problem, we incarporated word, phonological and
character embeddings together as inputs to the model. Experimental
results show the proposed method significantly outperforms the systems
which only used the word embeddings by successfully leveraging position-
based phonologically information and attention mechanism.

Keywords: Mongolian - Phrase break - Phonologically
Attention mechanism - Position

1 Introduction

Phrase break plays an important role in both naturalness and intelligibility of
speech [1]. It breaks long utterances into meaningful units of information and

This research was supports by the China national natural science foundation
(No. 61563040, No. 61773224), Inner Mongolian nature science foundation (No.
20167D06) and the Enhancing Comprehensive Strength Foundation of Tnner Mon-
golia University (No. 10000-16010109-23).

(¢) Springer Nature Switzerland AG 2018

X. Geng and B.-H. Kang (Eds.): PRICATI 2018, LNAI 11012, pp. 217-231, 2018.
https://doi.org/10.1007/978-3-319-07304-3_17



Research on transfer learning for Khalkha Mongolian speech recognition based
on TDNN
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Abstract—Automated speech recognition(ASR)} incorpo-
rating Neuwral Networks with Ilidden Markov Models
(NNs/LHIMMs) have achieved the state-of-the-art in various
henchmarks. Most of them use a large amount of training
data. However, ASR research is still quite difficult in lan-
guages with limited resources, such as Khalkha Mongolian.
Transfer learning methods have been shown to he effective
utilizing out-of-domain data to improve ASR performance in
similar data-scarce. In this paper, we investigate two different
weight transfer approaches to improve the performance of
Khalkha Mongolian ASR based on Lattice-free Maximum
Mutual Information(L.F-MMI). Moreover, the i-vector fea-
ture is used to combine with the MFCCs feature as the
input to validate the effectiveness of Khalkha Mongolian ASR
transfer models. Experimental results show that the weight
transfer methods with out-of-domain Chahar speech can
achieve great impr over baseline model on Khalkha
speech. And transferring parts of the model performs better
than transferring the whole model. Furthermore, the i-vector
spliced together with MFCCs as input features can further
enhance the performance of the acoustic model. The WER
of optimal model is relatively reduced by 10.96% compared
with the in-ol-domain Khalkha speech baseline model.

Keywords-Mongolian; speech recognition; weight transfer

1. INTRODUCTION

With the emergence of the deep learning and its suc-
cessful application in the fields of speech, the performance
ol the ASR system using neural network has been greatly
improved. But the acoustic model of State-of-the-art ASR
system has a strong dependence on manually annotated
speech data. The lack of corpus is a significant problem
in ASR systems on Khalkha Mongolian, Recently, ransfer
learning, an ability of transferring knowledge between two
models, has become a popular method (0 iprove acouslic
model performance on lower resource languages in [1-3].

Literature [4] wained a deep neural network(DNN)
model based on transfer learning to improve the accuracy
of low-resource target language. But the acoustic model
based on DNN using a fixed-size conlext window camol
tepresenl more conlextual information. By mining the
temporal correlation of short-term features, time delay
neural network(IDNN) can model long-lerm dependency
information in [5]. However, being a feed-forward archi-
tecture, a large amount of context information is repeatedly
calculated in adjacent time steps, which increases the com-
plexity of the model. Later, a sub-sampling technique was
proposed in [6] to reduce the computational complexity of

978-1-T281-1175-9/18 /$31.00 ©2018 1LEE

the modcl. More recenily, a chain model (raining stralcgy
in [7] can significantly improve ASR accuracy.

Mongolian is a kind of cross-border language and has
many dialects, such as Chahar dialect and Khalkha dialect.
Tt is used in Mongolia, Inner Mongolia of China and some
regions of Russia. The Mongolian in China is mainly
Chahar dialcet, which is the official Mongolian, It is
usually written in traditional Mongolian letters, we call it
‘Itaditional Mongolian. Meanwhile, in Mongolia, Khalkha
dialect is the standard Mongolian and usvally wriften in
Cyrillic Mongolian Tetters, we call it Cyrillic Mongolian,
In this paper, we use “Chahar Mongolian” to represent
the Chahar dialect written in (raditional Mongolian and
“Khalkha Mongolian™ to represent the Khalkha dialect
wrillen in Cyrillic Mongolian. ‘The speech recognilion
based on Chahar Mongolian started at 2003 in China and
was established in [8]. Then some methods were proposed
in [9, 10] to optimize the acoustic model. In Literature [11,
12], NN-based acoustic models were widely used in Cha-
har Mongolian ASR and achieved remarkable promotion.
Recently, Hybrid Frame Neural Network in [13] achieved
remarkable promotion with the WER score of the best
system reaching 6.99%. However, the study of Khalkha
Mongolian speech recognition system is still in its infancy.

In this paper, we proposed using Chahar Mongolian to
initialize an acoustic model on Khalkha Mongolian and
investigated two different weight transfer approaches of
transferring knowledge. One approach is o transfer the
whole network and share the phone set for both the Chahar
Mongolian and the Khalkha Mongolian. Another is to
transfer part of the network and then irain it with single-
stage or two-stage strategy. As a contrast, the randomly
initialized models were trained in the Khalkha Mongolian.
We find that chain TDNN with LE-MMI criterion can
achieve better performance than cross-entropy(CE). We
also find weight transfer model can get higher accuracy
than the random initialization model. The single-stage
stralcgy can gel the oplimal WER, Morcover, il was shown
in [14] that i-vector features can enhance the adaptability
of the model. We combined MECC inpul features with i-
vector as the input of both training on Khalkha Mongolian
and Chahar Mongolian.

The structure of this paper is as follows. Section 11
detailedly intreduces the models we used. Section 111 is
the experimental setup. The results of the experiments is

91
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Mongolian Speech Recognition Based on TDNN-FSMN

WANG Yonghe, BAO Feilong, GAOQ Guanglai

{College of Computer Science,Inner Mongoliz University, Hohhot, Inner Mongolia 010021, China)

Abgtraet: In order to improve Mongolian speech recognition, the Time Delay Neural Network {(TDNN) and Feed
forwerd Sequential Memory Network (FSMN) are combined to model the long sequence speech frames. In addition,
we investigate the nfluence caused by the infermation from the preceding and the subsequent frames in the memory
block over FSMN. We compare the performance of the TDNN-LSTM using different hidden lavers and nodes. The
results show that the fusion of TDINN and FSMN produces better performance than DNN. TDNN and FSMN, re-
ducing the word error rate (WER) hy 22. 2% compared with the DNN baseline,

Key words; Mongolian; specch recognition: Time Delay Neural Network: Feed-forward Sequentizl Memory Network
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Design and Implementation of Mongolian Information Retrieval System

WEN Zixiao. BAO Feilong, GAO Guanglai, WANG Yonghe, SU Xiangdong

(College of Computer Science, Inner Mongolia University. Hohhot, Tnner Mongolia 610021, China)

Abstract: This peper presents 2 welbfunctioned information retrieval system for both traditional Mongolian and Cy-
rillic Mongolian. In the network erawling, MD5 algorithm is applied to improve the crawler performance. In the
preprocessing. Mongolien documents are porcessed for code conversion. affix analysis and proofreading. The re-

trieval module is built upon the Vector Space Model. Tn addition, the Cyrillic Mongolian to the traditional Mongolian

conversion module is developed to meet the application requirements.

Key words: Mongolian; Web crawler information retrieval system
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Combining Discrete Lexicon Probabilities with NMT for
Low-Resource Mongolian-Chinese Translation
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Abstract—Mongolian-Chinese  neural
machine translation (NMT) models often
make mistakes in translating low-fre-
quency words. We propose a method to
alleviate this problem by improve NMT
models with discrete translation lexicons
that cfficiently encode these low-fre-
quency words. We describe a method to
calculate the lexicon probability of gen-
crating the next word in the translation
candidatc by using the attention vector
of the NMT maodel to sclect which source
word lexical probabilities the model
should fecus on. The method usc this
probability as a bias to combine with the
standard NMT probability. Experiments
show an improvement of 4.02 BLEU
score. We apply this method to large-
scale corpus and improve the BLEU
score. In addition, we also propose a
novel approach to combine discrete
probabilistic lexicons obtained from
large-scale Mongolian - Chinese bilin-
gual parallel corpus into NMT of small-
scale corpus and enhance the perfor-
mance of the system effectively.

Keypwaords-Mongolian-Chinese Neural
Machine Translation, Statistical Machine
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Wang Hongbin
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Translation, Discrete Lexicon
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L INTRODUCTION

Neural machine translation (NMT)
[1-3], which directly models the trans-
Tation process in an end-to-end way,
has attracted intensive attention from
the community. Although NMT has
achicved  state-of-the-art translation
performance on rich-resource langnage
pairs such as English-French and Ger-
man-English [4-7], it still suffers from
the unavailability of large-scale paral-
lel corpus for translating low-resource
languages. Due to the large parameter
space, ncural models usuvally learn
poorly from low-count events, result-
ing in a poor choice for low-resource
language pairs [8]. Zoph ¢t al. (2016)
indicate that NMT obtains much worse
translation quality than a statistical ma-
chine translation (SMT) system on
low-resource languages [9].
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Abstract

Speech synthesis. or text-to-speech (T'T'S). generates a speech
waveform of the given text. 'lo build a satisfactory TTS
system, a large natural speech corpus is requested. In the
traditional approach, the corpus should be accompanied with
precise annotations. However, the annotation is difficult and
costly. Recently, end-to-end speech synthesis methods are
proposed. which eliminated the requirement of annotation, The
end-to-end methods make the development of TTS system
less costly and easier. We used the state-of-the-art end-to-end
Tacotron model in the Mongolian TTS task. With much more
unannotated speech data (about 17 hours), the new system beats
the old best Mongolian TTS system, which is trained with a
small amount of annotated data (about 5 hours), with a big
margin. The new mean opinion score (MOS) is 3.65 vs 2.08
which is the old one. The proposed system becomes the first
Mongolian TTS system can be used in real applications.

Index Terms: Mongolian, speech synthesis, TTS, end-to-end

1. Introduction

Speech synthesis. or text-to-speech (TTS). generates a speech
waveform of the given text [1].  TTS is one of the most
important component of the voice user interface. With the
widespread use of smarl voice assistanls (e.g. Siri from
Apple), the research on speech synthesis draws more and
more allentions [2]. Most raditional speech synthesis methods
fall into two categories: unit-selection synthesis [3] and
statistic parametric specch synthesis (SPSS) [4]. Unit-selection
synthesis selecles appropriate sub-word units [rom large
corpuses ol natural speech, then concatenales the selecled
unils o form the outpul. In contrast to selecting the actual
speech instances, SPSS models the sub-words with parametric
models. and generates speech from these parametric models.
Unit-selection owns higher naturalness, while $PSS over the
unil-selection synthesis in flexibilily and controllability.

Both of the unit-selection synthesis and the SPSS request a
large natural speech corpus. [t appears that the larger the corpus
the belter the quality ol the synthesized speech. Unlorlunately,
recording large corpus is very difficult and costly [5]. To
build such a speech corpus, firstly, we need carefully select the
sentences to make them phonetically and prosodically balanced.
Secondly, we nced carefully select a suitable speaker who
should give a pleasanl voice, wilh good voice qualily and
prolessional recording experience. Thirdly. we need (o be
equipped wilh professional recording devices and environment
which can obtain high-quality noise-free recordings. Lastly and
the most costly, we need to give a precise annotations on these
recordings.

Data annotation for I'T'S is much difficult and costly than
other applications. lior example, speech recognition only needs
lo transcribe the recordings in word level. However, TTS
system need to model a series expressive faclors of speech,

which includes mtonation, stress. rhythm. and so forth. To
fit the requirement of the TTS, we need to transcribe the
recordings not only in word level, but also in sub-word (e.g.
phoneme) level. The non-speech events like breathing or
clicking also need to be picked out. The intonation, stress,
rhythm. syllable and prosody need to be annotated, too. All
of these annotations should be aligned to the time-line of the
recording. The annotation boundaries also need careful fine
turning. Because any misannotation often causes glitches in the
synthesized speech, we need double check these annotations.
All of these requiremnents make the data annotation difficult and
costly. In our experience, the annotation of one hour’s recording
expends one man-month work, and involves at least two native
speaking and professional annotators, where one for the first-
phase annotation and another for revision. In average, one
hour’s TTS speech data cost over 1000 US dollars, in where
the annotation cost the 95%.

The requirement of annolation much restricts the quality
improvement of the T'T'S systems, especially for the langnages
whose resources arc scarce.  Mongolian is one of these
languages. As far as our knowledge, the largest annotated
Mongolian speech corpus, which can be used m TTS. only
conlains about 5 hours recordings. The slale-ol-the-arl TTS
system is built upon it only obtains 2.08 mean opinion score
(MQS} ', which means the perceived quality is “poor™. In fact,
this sysiem cannol be used in any real applicalions. However,
the requirement ol a usable Mongolian TTS system is urgenl.
Mongolian is an inlluenlial language. There are aboul 6 million
people who speak Mongolian language all over the word.
Mongolian is one of the five major minority languages in
China, and is one of the official languages in Inner Mongolia
Aulonomous Region of China. To impreve (he quality of the
synthesized Mongolian speech, and develep a TTS system can
be used in reality applications, we seek for some approaches
which do not need the costly data annotation.

The end-to-end learning is a solution o our question,
It takes all of multiple stages required by the conventional
processing, and replaces them usually with just a single neural
nelwork. With the development of deep learning, end-lo-end
model have achieved significant improvement in many tasks
in recent years |6-10]. Specifically, several end-to-end speech
synthesis models has been successtully applied to English and
other languages [11-14]. The end-lo-end TTS syslem can be
(rained (o predict audio from the text directly, which minimize
the costly annotation work. In this work, we used the slate-
of-the-art end-to-end "Tacotron model [14] in the Mongolian
TTS task. Because the Tacotron model can be trained with
<text, audio> pairs only, we can build a larger corpus with
our limited budget. As a resull, a Mongolian corpus is built,
which contains about 17 hours recordings with word-level
transcriptions.  Although it smaller than the actually used
English T'I'S corpus, it much larger than the existing largest

!See our experiments in section 4 for details.



Exploring Different Granularity in Mongolian-Chinese Machine Translation Based
on CNN

‘Wang Hongbin, Hou Hongxu, Wu Jing, Li Jinting, Fan Wenting
College of Computer Science, Inner Mongolia University
Hohhot, China
cshhx/@imu.edu.cn

Abstract—In this paper, a translation model based on
Convolutional Neural Network (CNN) architecture is
introduced into the M lian-Chinese tr ion task.

Mongolian languagce has rich morphology structure, so we use
byte-pair encoding (BPE) to segment the Mongolian word. In
addition, the Mongolian Correction approach is adopted to
reduce coding errors occurred in Mongolian corpus. The
statistics data show that BPE and Mongolian Correction are
alleviate the data sparsity that results from very low-resource
Mongolian-Chinese parallel corpus. On Mongolian-Chincse
translation task, we achieve the best result 35.37 BLEU that
exceeds the baseline system by 1.4 BLEU. In the experiments,
effect of different translation granularity on the translation
result is investigated. The experiment results show that sub-
word unit is more suitable than word wnit for Mongolian-
Chincse translation.

Keywords-component; CNN, Mongolian-Chinese, Machine
Translation, Low-resource, BPL, Mongolian Correction.

114 INTRODUCTION

Neural machine translation (NMT) is an end-to-end
approach to machine translation. NMT has been synony mous
with recurrent neural network (RNN) based encoder-decoder
architectures [1]. In machine translation, this architecture has
been demonstrated to outperform traditional phrase-based
models by large margins [2][3][4]. The NMT based on RNN
has been applied in the Mongolian-Chinese machine
translation [5]. Recent work has applied convolutional ncural
nehworks (CNN) Lo sequence modcling such as [6][7][8].
Architecture is partially convolutional have shown strong
performance on larger tasks but its decoder is still recurrent
[9]. A fully convolutional architecture for sequence (0
sequence modeling was proposed [10]. We apply a NMT
bascd on CNN to Mongolian-Chincse machine (ranslation.

Compared 1o RNN-based NMT model. CNN creales
representations for fixed size contexts that depend on the
kernel width, however. the effective context size of the
network can easily be made larger by stacking several layers
on top of each other. CNN does not depend on the
computations of the previous time step and therefore allows
parallelization over cvery clement in a sequence, This
contrasts with RNN which maintains a hidden state of the
entire past that prevents parallel computation within a
sequence.

Sub-word units show its advantage when out-of-
vocabulary (OOV) words and rare in-vocabulary words are
translated by NMT., and that reducing the vocabulary size of
sub-word models can actually improve performance [117.
Byle-pair encoding (BPE) is proposed in [11] that is used to
segment words. For very low-resource Mongolian-Chinese
translation task, there are a lot of rare words and OOV words.
However, the Mongolian language an agglutinative language
which words are made by concatenating morphemes. A
mimber of morphemes are shared by words including rare
words and OOV words. We segment Mongolian wotds via
BPE (o get sub-word units. For Chinese, we use Chinese
characters as sub-word unit.

Anether reasen that there are a lot of Mongelian rare
words is the coding errors occurred in Mongolian corpus. so
we adopt Mongolian Correction approach |12] to process the
Mongolian corpus.

As shown in Table I, BPE and Mongolian Correction
reduce the number of low [requency tokens and reduce the
size of source vocabulary. We combine BPE with Mongolian
Correction to get lower size of source vocabulary and number
of low frequency tokens than BPE or Mongolian Correction.

1. CONVOLUTIONAL NEURAL NETWORKS MACHINE
TRANSLATION

We follow the NMT architecture by [9][ 10], which we will
summarize here. The NMT system is implemented as an
encoder-decoder network with CNN.

Position embeddings are useful in CNN translation model
since they give the model a sense ol which portion of the
sequence in (the inpul or outpul it is currenily dealing wilh.
First, we ecmbed input eclements x= (xy,..,x,) in
distributional space as w = (wy, ..., wy,), where w; is a
column inan cmbedding matrix. Then, we ¢mbed the absolute
posilion of inpul clements as p = (py.....py) . Both arc
combined to obtain input element representations e = (w; +
Prroes Wiy + pm)'

Both encoder and decoder networks share a simple block
structure that computes intermediate states based on a fixed
mimber of input elements. Each block contains a one
dimengional convelution lellowed by a non-lincarity. We
denote the output of the lth block as k' = (kY ..., h}) for the
decoder mnetwork, and z' = (2}, ..,z},) for the encoder
network. For a decoder network with a single block and kernel
width k, cach resulting statc A contains information over k
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Convolutional Neural Network
for Machine-Printed Traditional
Mongolian Font Recognition
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Abstract. Although font recognition is a fundamental issue in the field of
document analysis and recognition, it was usually ignored in the past. With the
development of optical character recognition (OCR), font recognition becomes
more and more important. This paper proposed a well-designed convolutional
neural network (CNN) architecture for traditional Mongolian font recognition by
means of a single word. To be specific, the whole word image is regarded as input
of CNN. Hence, the word images should be normalized into the same size betore
being inputted into CNN. By comparison, an appropriate aspect ratio for the
traditional Mongolian word images has been determined. Experimental results
demonstrate that the proposed CNN architecture outperforms three classic CNN
architectures, including LeNet-5, AlexNet and GoogleNet. Therefore, the pro-
posed CNN is much more suitable for the task of the traditional Mongolian font
recognition in the way of a single word.

Keywords: Traditional Mongolian - Font recognition
Convolutional neural network - Word image - Aspect ratio

1 Introduction

A formal document generally contains multiple parts such as title, main body and so
forth. These parts are usually edited in some certain fonts. The existence of multiple
fonts makes the character recognition difficult, which results in decreasing the accuracy
of optical character recognition (OCR) systems considerably. If the fonts are known
before character recognition, an individual recognizer can be constructed for per font.
Such the mono-font character recognition strategy can achieve higher accuracy.
Moreover, reproduction of a digitized document requires the identification of the
characters and the fonts used in the original document. [Font recognition is very useful
for determining the logical entities of a document including title, subtitle and para-
graphs. Therefore, font recognition is able to not only improve the accuracy of OCR
system, but also recover the layouts of a document exactly.

In the literatures, many approaches have been proposed for solving the problem of
font recognition. Most of these approaches were applied to handling font recognition
© Springer Nature Switzerland AG 2018
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Word Image Representation Based on Visual
Embeddings and Spatial Constraints for Keyword
Spotting on Historical Documents

Hongxi Wei. Hui Zhang, Guanglai Gao
School of Computer Science
Inner Mongolia University
Hohhot, China
cswhx@imu edu.cn

Abstract—This paper proposed a visual embeddings approach
to capturing semantic relatedness between visual words. To be
specific, visual words are extracted and collected from a word
image collection under the Bag-of-Visual-Words framework. And
then, a deep learning procedure is used for mapping visual words
into embedding vectors in a semantic space. To integrate spatial
constraints into the representation of word images, one word
image is segmented into several sub-regions with equal size along
rows and columns. After that, each sub-region can be
represented as an average of embedding vectors, which is the
centroid of the embedding vectors of all visual words within the
same sub-region. By this way, one word image can be converted
into a fixed-length vector by concatenating the corresponding
average embedding vectors from its all sub-regions. Euclidean
distance can be calculated to measure similarity between word
images. Experimental results demonstrate that the proposed
representation approach outperforms Bag-of-Visual-Words,
visual language model, spatial pyramid matching, latent Dirichlet
allocation, average visual word embeddings and recurrent neural
network.

Keywords—visual word; visual embeddings; spatial constraints;
word image representation; query-by-example

I: INTRODUCTION

Until now, optical character recognition (OCR) is still a
challenging task for historical documents duc to degradation
and low quality. When OCR is infeasible, keyword spotting is
an alternative |1]. Keyword spotting can be defined as a task of
image retrieval that relevant word images, similar to a given
query word image, are obtained from a word image collection
by image matching, Depending on the manner of providing
query kevwords, keyword spotting can be divided into two
different approaches [2](3]: quen-by-example (QBE) and
query-by-siving (QBS).

[n the QBS approaches, query keyword is provided by text
string [4-6]. However. the QBS approaches need to train a
model to map from a text string to a word image on a large
number of annotated word images. When there is no such
annotated word images, the QBE approaches can be competent.
The QBE approaches [7-10] require that an instance image of a
query keyword is provided for being retrieved. In this study.

978-1-5386-3787-6/18/831.00 ©2018 IEEE
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we address a QBE based approach to accomplish the aim of
keyword spotting. Therefore, it is assumed that historical
document images have been segmented into corresponding
word images. This paper mainly concentrates on how to
represent word images and measure similarity between word
images.

In the traditional keyword spotting, profile-based features
are widely used to represent word images [11] and compared
using dynamic time warping (DTW) algorithm [12][13].
Although the DTW algorithm works well, it is so
computationally slow that cannot be suited for real-time
matching. Recently, Bag-of-Visual-Words (BoVW) has been
attracted much more attention and shown advantages in
keyword spotting [14][15]. In the BoVW framework, cach
word image can be converted into a fixed-length histogram ol
visual words. Generally, cosine similarity between word
images can be calculated on their histograms so that a ranked
list of word images can be formed for a provided query
keyword image. Hence, BoVW can be compelent for real-time
matching in the case of large-scale word image collections,
However, visual words are independent each other in the
BoVW framework, which results in not only discarding spatial
orders of the neighboring visual words but also lacking
semantic relatedness between visual words

In this paper, we proposc an approach Lo caplurc scmantic
rclatedness  between  visual  words.  First of all,  (he
corresponding visual words are extracted from a word image
under the framework of BoVW. And then, a word image can
be represented as a sequence of the labels of visual words along
the writing direction. Given a collection of word images, all
these sequences of the labels are concatenated together so as to
form a fraining corpus. Next, a deep learning procedure is
applied for the training corpus. By this means each visual word
can be mapped to one veclor in a semantic vector space.
Consequently, the semantic relatedness between visual words
can be measured by calculating Euclidean distance on their
embedding vectors.

Meanwhile, cach word image will be divided ino a
quantity of sub-regions with equal size along rows and
columns. Such the spatial constraints are integrated into word
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ABSTRACT

Achicving beiler performance has always been an important rescarch (arget in (he ficld of aulomalic image
annotation. This paper draws on the current popular deep learning model for the field of automatic image annotation. We
propose a multiple convolutional neural networks (CNN) combination model for image annotation, which achieves
satisfactory performance. First of all, we use three classical convolutional neural networks, and subsequently we examine
the annotation accuracy for cach CNN model. Then we take full advantage of the powerful feature representation
capabilitics of decp CNN, thus the last two layers of the deep CNN arce extracled for cach medel and merged lo form a
new combined feature. Finally, we form out combination models by concatenating these features from each CNN model,
and utilize these concatenated features to linear SVM classifier for image annotation. Experimental results on
ImageCLEF2012 image annotation dataset illustrate that our combination method outperforms the traditional classifiers
and the individual CNN models.

Keywords: Tmage annotation, deep learning combination model, CNN, SVM,

1. INTRODUCTION

Automalic image annolation or classification has always been a rescarch hotspot in the ficld of compuler vision, and
has attracied widc atiention in both rescarch and indusiry. The goal of aulomalic image annolation is o automatically
identify semantic visual concepts from the images. including natural scenes, objects. events (sports, travel), and even
expressions (happy. unpleasant, etc.). Due to large intra-class variations and inter-class similarities, the study of
automatic image annotation is very challenging. In recent years, many research groups have been engaged in this work,
and there are several well-known large image data sets, such as ImageCLEF |1], MSCOCQ |2] and ImageNet [3], which
confirm the challenges in this field.

Early image automatic annotations are concerned with the overall category of images, which is closer to image
classification. And some works show promising results on these (raditional image annotation tasks, such as probabilistic
latent semantic analysis (PLSA model) [4]. cross media relevant model (CMRM model) [5], and spatse kerel learning
for continuous rclevance model (SKL-CRM model) [6]. But all of these methods rely on various global and local
features of the image, which limils the accuracy of the annotation when the selected image features are not appropriaie.

At present, the latest research progress in the ficld of image annotation is to perform large-scale. semantically
conceptual annotation for natural scene images. The annotation semantics are not only limited to specific single physical
objects, such as "cats". "dogs", and "cars”, ¢lc., bul also includes various abstract semantic concepts. such as "animals",
"children", "traffic", "sports”, and "play”, clc., which increases the difficulty of image annotation [7-9].

In recent years, deep learning technology has achieved great success in the field of computer vision. In 2012, Hinton
ct al. applicd Dcep Learning lo (he ficld of image recognition [10], and achicved amaving results on the large-scale
image database TmageNet. the recognition crror rale was reduced 10 15%. Since then. deep learning technology has
opened up a wave ol academia and industry. And many new CNN moedels are presented lor image classification. scene
recognition, and object detection etc.. all these models are performed well on the ImageNet dataset. The most famous of
these models are VGGNet [11], GoogleNet [12] and ResNet [13]. ete.

In this paper, we mainly use three CNN models including LeNet5 |14], AlexNet [10] and VGGNet [11] combined
together for image feature extraction, which is used to construct traditional SVM classifier for image annotation.
ImageCLEF2012 dataset is experimented for validating our method, and experimental results show that the proposed
method achieves higher accuracy than the traditional classifiers and the individual CNN models.
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ABSTRACT

Supervised speech separation methods train learning machine
to cast the noisy speech to the target clean speech. Most
of them use mean-square error (MSE) as loss funclion,
However, MSE is not the perfect choice because it doesn’t
match the human auditory perception. Short-time objective
intelligibility (STOIy and perceptual evaluation of speech
quality (PESQ) are closely related to the human auditory
perception and widely used in speech separation research
as evaluation criteria. Therefore, STOI and PESQ may
be better choices for the loss function. Ilowever, they
are nondifferentiable functions which cannot be optimized
by the conventional gradient descent algorithm. In this
work, a gradien! approximation method is used to calculate
the gradients of the STOI and PESQ. Then the calculated
gradients are used in the gradient descent algorithm to
optimize the STOI and PESQ directly. Experimental results
show the speech separation performance can be improved by
the proposed method.

Index Terms— Monaural speech separation, Short-
tme objective intelligibility (STOI), perceplual evalualion
of speech quality (P1ESQ), gradient approximation

1. INTRODUCTION

Monaural speech separation separates target speech from
additive noise signal by using only one microphone. Tt has
been widely studied to improve the performance of various
signal processing sysiems, including hearing prosihesis,
mobile telecommunication, and robust automatic speech and
speaker recognition [1]. For a few decades, monaural speech
separation systems have achieved considerable performance
improvements, especially after formalizing it as a supervised
learning problem and using deep learning algorithms,

Larly studies for monaural speech separation, ¢.2. spectral
subtraction, are mostly based on the mean-square error (MSE)
criterion [2] which can improve the perceptual speech quality.
However, these approaches typically assume that background
Noisc is stationary, i.c. ils spectral propertics do not change
over time, or are slationary than the speech at least. Thereflore,

978-1-5386-4658-8/18/$31.00 ©:2018 IELE
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they have difficulties in tracking non-stationary noises, which
limits its application in real-world environments.

I order w cnhance the noisy specch in various noisy
enyironmenls, more powerful models arc involved.  Deep
neural networks (DNNs) and long short term memory
networks (LSTMs) can model the complicated relationship
between the inpul variables and the output targets.  They
were suceesslully introduced 1o the speech separation arca
as supervised speech separation, and oblained considerable
performance improvements. [n these approaches, a learning
machine (DNN or LSTM) is trained o cast the acoustic
features of the noisy speech 1o a time-frequency mask, or
the spectrum of the ¢lean speech, where these (wo cateporics
methods can be generally referred as the masking-based
and the mapping-based methods. Many works devoted 1o the
supervised speech separation, which covered the most aspects
of the supervised learning: Wang concluded the related works
on leatures |3] and (raining largets [4], and many works
studicd the learning machine and its training methods [5-91.
But very few studies investigated the loss function, and most
of the learning-based method employ MSE. For example,
the masking-based method minimizes the MSE between the
estimation and the ideal mask target, and the mapping-bascd
method minimizes the MSE between the esiimation and the
target clean spectrum.

Although a Iot of works show the effectiveness of the
MSLL I fac, (he MSE is not a perfeat loss function (o
evaluate the estimation, because it is not closely related to the
human auditory perception. The MSE has two weaknesses:
it treats the estimation elements independently and equally.
ay thc MSE will lead (0 over-smooth speech trajeclorics
and may resull in muffled sound quality and decreased
intelligibility [6]. Because the MSE measures are derived
from each time-frequency (T-F) unit separately rather than
from whole spectral trajectory. b) it treats every estimation
clements with cqual importance, in facl, they arc not. For
speech intelligibility, the distinguishable phones are more
important, and for speech quality, the isolated points are
more harmful which may lead to musical noise. The MSE
is usually defined in the linear frequency scale, but the
human auditory pereeption follows the Mel-frequency scale.
Therefore improving (he human auditwry perceplion quality

ICASSP 2018
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Abstract—Citation count is an important factor to measure the
of demic publications. Tdentifying future citation
count in advance canhelp scientists to find references and rescarch
arca. There arc many academic nctwork Icatures which are
related to citation count. However, these features have nol been
completely explored in the existing studies. In this paper, we
propose a citation count prediction model based on academic
network features. Firstly, some important features are introduced
and analyzed in detail. Then, we verify the importance of each
feature and usc a ncural network model to scleet a sel of eplimal
features. Finally, we present several machine learning methods
and one muliiple linear regression strategy to predict a paper’s
future citation. Experimental results on real datasets demonstrate
that our model significantly outperforms the baseline method.

P,

Keywords—citution count prediction; academic social netweri;
JSeature selection;

L
Usually, researchers tend to focus on the current influential
papers. There are many indicators to measure the influence of &
paper, such as paper’s citation count, authot's s-index, journal's
impact factor and so on. In these indicators, citation count is the
simplest measurements. The definition of citation count is the
number of times that a paper is cited by other publications. In
this paper, we use the citation count to represent the influence of’
pupers. Llighly ecited papers indicate the recognition among
peers,

INTRODUCTION

Due to the rapid development of scientific research, the
volume of publications increases exponentially every year. Lior
rescarchers, they are not likely to read cach literature in the data
set of publications. The result may cause them to miss important
references. Meanwhile, there are only a handful of papers that
promote the development of the field. Figure 1 counts the total
number of papers published every year in Computer Science [1].
The number of papers in 2009 was almost three times than that
of 10 years ago. Identifying potentially influential papers in
advance can help researchers to choose references and research
area. Therefore, effectively predict the citation count of papers
in the future is of great significance.
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Fig. 1. The lotal number ol papers published cach year.

The 2003 KD Cup introduces a citation prediction task that
estimates the change in the number of citations of papers
between two different periods of time [28]. After that, the
researchers studied the similar tasks from different asp Yan
ot al. consider several regrossion models and propose several
teatures to predict the number of citations [1]. The ettect of his
experiment is not ideal in the prediction of shorter time and he
doesn't use any features constructed from the citation network.
Using traditional regression analysis to estimate the citation
count is exceedingly difficult [31]. Tnstead, Yuxiao Dong et al,
use lincar regression to predict the change of A-index [32].
Unlike previous studies, we consider some teatures related to the
academic social network and utilize the neural network model to
select a set of optimal features and then utilize machine learning
methods to predict the exact citation count for cach individual
paper,

Combined with previous work, our model includes the
following steps:

® Some academic network features are introduced and
analyzed, such as author, paper, venue and network's related
fteatures. Then, we utilize the neural network model to verify the
importance of each feature and select a set of optimal features.

* We present different metheds (e.g. deep neural network,

support vector machine, and multiple linear regression) to
predict a paper's future citation count.
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Application of Bayesian Network for Information Retrieval

ZHENG Wei'? HOUHong-xu' WU Jing'

(1. College of Compuler Science, Inner Mongolia  University, Lohhot 010021, China; 2.College of Science,
Hebei North University, Zhangjiakou 075000, China)
Abstract:[Purposc/significance]Bayesian network is graphical model to describe dependencies be
tween random variables and is widely used to solve uncertainty problems in intelligent.
[Method/process] Article introduces three kinds of retrieved model, named reasoning network
model, belief network model and Bayesian network retrieval model, and analyses their working
principle detailed, and discusscs roscarch status of using Bavesian network in information
retrieved field, and discusses the advantage and shortcoming of each model. [Result/conclusion]
The future research trend has pointed out about information retrieved field using Bayesian
network.

Keywords:Bavesian network ,  Information retrigval, term, Document
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Research on Mongolian-Chinese MT Based on Statistical and Neural Network

Ren Zhong', Hongxu Hou!, Jing Wu', Hongbin Wang’, Jinting Li', Wenting Fan', Zhipeng Shen!
{(1.Inner Mongolia University, Hohhot, 010021,China)

Abstract: In this paper, the Mongolian-Chinese machine translation model and the neural network-based machine translation
model based on the statistical model are studied. The neural network translation models are respectively based on the CNN and
RNN translation models. A fusion model are obtained by sentence-level fusion of all the translation model. The lack of resource
is the main obstacle Mongolian-Chinese faces. Besides, the Mongolian morphology is complex. To tackle these, we proposed
multiple methods to improve the three translation models. For the best performance CNN model, we use character and phrase
joint-training method; we also use this method as well as a Gizat+ guided alignment to RNN model; we also use a realignment
method to the SMT model. This report evaluates these methods with more contrast experiments. We also analyze and process
the Mongolian morphology to alleviate the data sparsity. The proposed methods and the Mongolian morphology process

improved the Mongolian-Chinese translation performance significantly.

Key words: Mongolian-Chinese machine translation; Mongolian morphology process; Joint-training method
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Pscudo Topic Analysis Based on Topical Networks

YAN Rong'*, GAO Guanglai'*

(1. College of Computer Science, Inner Mongolia University, Hohhot, Inner Mongolia 010021, China;

2. Inner Mongolia Key Laboratory of Mongolian Information Processing Technology,

Tohhot, Inner Mongolia 01¢:021, China)

Abstract; Traditional unsupervised topic models usually represented the document semantic by using a set of topies

where no relationships between the topics, which would result in the imperfection to the text topic modeling in a

(:oarst'fgr'r‘.irle'd MEanner, and intensily the elfect of the *forced mpi(z’ prob|um for the text mpir Inmlez\ing because igf

noring the internel structure and relationships within each topic. Besed on the study of the community inner struc-

ture, and combined with the internal coupling relationships and network topology. this paper proposed a novel pseu

do topic analysis approach. It achieved identify and explain the topic, and accomplished the description the textual

semantic features from the network structure point of view so as to remedy the deficiency of the textual semantic

structure of the statistical topic modeling methods,

Key words: pseudo topic ’(:ne:h."t;i:;; l(j)pi(’a]_ network; text \tm_]e_-rslam_ling
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Mongolia-Chinese Neural machine translation with priori information
FAN Wen-ling!, HOU Hong-xu!, WANG Hong-bin', WU Jing?, LI Jin-ling®
(1. College of Computer Science, Inner Mengelia University, TTohhot 010021, China)

Abstract : Ncural machine translation (NMT) has become an extremely prominent model in Mongolian-Chinese translation task.

We implement neural machine translation moedel with prieri information. On the one hand, we train word representations using
large - scale monolingual corpus to act as the initial word vectors. On the other hand, we add part-of-speech feature for word vec-
tor to solve the problem ol grammatical ambiguity. NMT usually limits the target vocabulary size. To solve the out of vocabulary
problem. we use word embedding to calculate the similarity of words, then replace the out-of-vocabulary words by the most simi-
lar words who are covered by the target vocabulary to improve the utilization of the vocabulary. In the task of Mongolian-Chinese
machine translation, experimental results show that BLEL increased 2.68 points

Keywords: Recurrent neural network: Out-of-vocabulary; Word embedding: Part-of-specch
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